Practical no.5

**Aim:** Train and fine-tune a Decision Tree for the Moons Dataset

# Theory

Decision trees are a popular supervised learning algorithm used for both classification and regression tasks. In decision tree classification, the algorithm tries to build a tree-like model of decisions and their possible consequences based on the input data. The moons dataset is a synthetic two-dimensional dataset that is commonly used for binary classification problems in machine learning. It consists of two interleaving half circles, making it a non-linearly separable dataset.

# Material

* sklearn

# Program

from sklearn.datasets import make\_moons

from sklearn.model\_selection import train\_test\_split from sklearn.tree import DecisionTreeClassifier

from sklearn.metrics import accuracy\_score # Generate the Moons dataset

X, y = make\_moons(n\_samples=10000, noise=0.4, random\_state=42) # Split the dataset into training and testing sets

X\_train, X\_test, y\_train, y\_test = train\_test\_split(X, y, test\_size=0.2,random\_state=42)

# Create an instance of the Decision Tree classifier

tree\_clf = DecisionTreeClassifier(max\_depth=4, random\_state=42)

# e set the max\_depth hyperparameter to 4, but you can experiment with different values to see how it affects the accuracy of the model.

# Fit the model to the training data tree\_clf.fit(X\_train, y\_train)

# Make predictions on the testing data y\_pred = tree\_clf.predict(X\_test)

# Calculate the accuracy of the model accuracy = accuracy\_score(y\_test, y\_pred) print("Accuracy:", accuracy)

# Output

![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAKoAAAAaCAIAAACo3lCgAAAABmJLR0QA/wD/AP+gvaeTAAAACXBIWXMAAA7EAAAOxAGVKw4bAAAEMklEQVRoge3ZUUgbdxwH8K8jD1fwIUIHd+CgNzYwMMEc5qGlfeiFFpagYA4fTGihvdSHxg22BB/W2Ic2VnDawRYRtmaDjX8GjqRQyQmGXB8GaaHiCQUzUHIDhQtMuAiFHCj899C1YPRh6xKD5j5vuf/d7//L/5sfIaSDUopGW1tb6+3tbXhZW8N1NCN+Xdd3d3cbXtbWcE2J33ZSvNfqBmytZMff1uz425odf1uz429rdvxt7TjiV+96vffVY9joX9nXUrcl/1Up/JN2eFH/LSYNSt5AOLUGANhUZj+XvJ6YAsDSUqOS96o/NK8BwFJM8AiCRxCCc/px9t9YtNn2ctFrkcjlaOHNBeNFjqRJ7oVJKaW0tr5MSJoUNijVi7mXJqXUfJkr6pTqxcJGbX2ZkOX1GqV0r1xIE5ImhVKtvo5RfFOtXMwWjX9uLpT3jmhnfTogL5iUmo+GfUm9bjEXuZxYpZRqCfGzHDVzkZHEau3tGzEMg1JaTg4EkluUZiPi9HqDzqhlmj/9edXwREMXNSUPAPq8JD9h3JfcXTABqOP+xLZLvOTqsqrQyOySAcBYmiUaoBFpWFbPiM78WDwPvLK6XKLoZpRbMaWuDqOTL+Y0ACvp+O8mC6Cipn9QSq8Od1PVXnb5hhjtu0hW10v1839B/ESduT83+XBVDPqQzxouV/Hr2OzjkgXAwbIsAMDBcSwAmBtq+lf1qF1ODEezN1DyunCTP2+4o3kVV/js4y5ZEV0OoBuAkl0RY9NuFmC7gY36Z4VgPHKRRR+54AAcjJGfSW1Zxj4s6Afr8CGPV1m5Yz1ZFYN3AKBbfnT0t41pVPTidYkbSmbGJ2OHlplOJ2AZlSpjVkt/6lYnH7rlK33jl60MGXECljYVL12biziATxOKx8JOLjoYk5dnxKYfZFM0ffrVpyVyQxC+UiuLioozTKdhbL9dZJiaaezXP1I1zQOvO1knA20qrPQkkt8mQ71AfR34gqK6MJl5Lvj6X1+wqhXrqHZ4d5/JjeSSw7ymmdwHAGD9oaqbAIDN1OxOiExEk+mgPk+YczzDcM5O5nwPX6mYgKVNyTPOWHLICQCMk+1m2T5JPKuXKv/nhFqp6R9aLUBWJ9wA1HGv+pxN3BWlEb/m4cz3g5kJMT6e9flCSg/Qm0gOi/yDWLjEmNvgPPV1+B6+OD8W/sXUt7gI2MjBOugPBu59qAyU3a/v3pyTPi4G/8rIZ+vriNcjqS/94UXojJzpB1Al96TJ7kx5WsRHvsCO7B9VuR2du0H4AUHwhUIl3tpmo9/zWBwTHz7jz8nCj3DdzBCPOvazZm3rtSsJ0t3sU2yW0/KXz/6zuI8IC8mAs9WdnCin4nf/00nvYJJ7MGNn/1+dlum3vZNTMf22d2XH39bs+NuaHX9bs+Nva3b8bc2Ov611jOZvt7oHW8v8DWkyQz9Ze8peAAAAAElFTkSuQmCC)